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Abstract

Humans’ capacity for cumulative culture is remarkable: we
can build up vast bodies of knowledge over generations. Com-
munication, particularly via language, is a key component of
this process. Previous work has described language as en-
abling posterior passing, where one Bayesian agent transmits
a posterior distribution to the next. In practice, we cannot ex-
actly copy our beliefs into the minds of others—we must com-
municate over the limited channel language provides. In this
paper, we analyze cumulative culture as Bayesian reinforce-
ment learning with communication over a rate-limited chan-
nel. We implement an agent that solves a crafting task and
communicates to the next agent by approximating the optimal
rate-distortion trade-off. Our model produces documented ef-
fects, such as the benefits of abstraction and selective social
learning. It also suggests a new hypothesis: selective social
learning can be harmful in tasks where initial exploration is
required.

Keywords: cumulative culture; cultural transmission; rate-
distortion theory; reinforcement learning

Introduction

As humans living in modern society, we have access to an
enormous body of knowledge that stretches back millennia.
Our most distinctive attribute as a species is our capacity to
learn complex skills and accumulate knowledge over genera-
tions (Tomasello et al., 1993; Tomasello, 1999; Tennie et al.,
2009; Boyd et al., 2011; Mesoudi & Thornton, 2018). This
capacity relies on our unique ability for and interest in teach-
ing, social learning, and collaboration. We can learn skills,
knowledge, and ideas from other humans rather than need-
ing to learn them directly from experience. Culture enables
humans to distribute computation in a way that lets us out-
perform what any one individual is capable of (Smaldino &
Richerson, 2013; Krafft et al., 2021). A key problem in cog-
nitive science, then, is understanding what specific cognitive
mechanisms enable cumulative culture. Studying culture ex-
perimentally can help us solve this problem.

Experimental studies of culture have generally used a
transmission chain design, where participants work on a task
and pass messages to each other in an iterated manner, to
identify the properties that enable cumulative culture (Beppu
& Griffiths, 2009; Derex et al., 2013; Tessler et al., 2021;
Brinkmann et al., 2022; B. Thompson et al., 2022). Beppu &
Griffiths (2009) showed that chains of participants working
on a function learning task can converge to learning the true
function if they can pass messages in language, but not if they

can only pass example points. Their results support the idea
that language enables “posterior passing”, where one partici-
pant’s posterior distribution over functions becomes the next
participant’s prior. Over generations, this is equivalent to
Bayesian inference given all the evidence seen in all gener-
ations. The ability of language to grow useful knowledge is
not unique to function learning: Tessler et al. (2021) showed
that chains of people leaving messages for each other in lan-
guage can learn rules and strategies for complex games.

Posterior passing is an elegant stylized model of cultural
learning, but it assumes that language enables teachers to
perfectly copy their beliefs into the minds of their learners.
This assumption does not hold in general: language is often
ambiguous and much of our knowledge is hard to explain.
Recognition of these difficulties has motivated the framing of
linguistic communication as message passing over a noisy or
limited channel (e.g. Levy, 2008; Gibson et al., 2013; Futrell
& Levy, 2017). Tools from information theory, such as rate-
distortion theory and optimal transport, have been used to
model how people transmit beliefs in language (Zaslavsky et
al., 2020; Shafto et al., 2021).

Beyond how we learn from others, who we choose to learn
from can be important for cultural learning. B. Thompson et
al. (2022) showed that selective social learning, the tendency
of people to learn disproportionately from successful others,
enables populations of learners to maintain strategies that are
more complex yet more effective than those they could main-
tain when learning from random others.

In this paper, we introduce cultural reinforcement learn-
ing, a framework that connects rate-distortion models of com-
munication with posterior passing. We model cultural learn-
ing as Bayesian reinforcement learning (RL) constrained by a
rate-limited communication channel. We then present a craft-
ing task suitable for studying cultural learning and describe
a specific model that solves the task using the cultural RL
framework. Our model captures empirical results from the
literature, including the benefits of generalization and selec-
tive social learning. It also informs a new hypothesis: in tasks
with explore-exploit trade-offs, selective social learning can
actually be harmful as higher scores indicate less learning.

Cultural Reinforcement Learning

Agents in transmission chains must learn to perform a task
well with only a few timesteps of experience. However, they



can receive knowledge from an earlier agent and pass knowl-
edge to a future agent. We can view these chains as maximiz-
ing the performance of their members, just as an individual
agent would if it had many generations worth of time. The
crucial difference is that members of a chain must commu-
nicate with each other. If we view inter-generational com-
munication as passing information over a rate-limited chan-
nel, then we can frame cultural learning as Bayesian RL con-
strained by rate-limited posterior passing. We term this setup
cultural reinforcement learning (or CultuRL for short).

Bayesian RL

Formally, we represent a culturally learned task as a finite-
horizon, episodic Markov Decision Process (MDP) (Bellman,
1957; Puterman, 1994) defined by M = ($5,4,R,T,B,H).
Letting [H] = {1,2,...,H} denote the index set for the max-
imum episode duration or horizon H € N, the goal of re-
inforcement learning is to learn a non-stationary policy T :
S x [H] — A(A4) which maps from a state and current timestep
to a distribution over actions in a way that maximizes the sum
of cumulative rewards or return over the course of K € N
episodes or generations. We define the value function in-
duced by executing policy T in MDP M starting from state

s€SasVi(s)=E {Z R(sp,an) | s1= s], where the ex-

pectation accounts for randomness in the action selections,
the transition function 7 : § X 4 — § is assumed to be de-
terministic, and R : S x 4 — [0,1]. An optimal policy *
is defined as achieving maximal value across all H timesteps
Var(s) = ne{SXI[I;IE]Ii ) }Vg’\‘/[( s). We write any value function
without its argument to 1mpllcltly average over the initial state
distribution: V. = E,, g V5, (s1)].

The performance of a relnforcement learning agent is mea-
sured by its discounted regret: the difference between the op-
timal return and the actual return obtained by the policy nt(¥)
used in the kth episode, summed up over all K episodes and
weighted by a discount factor y € [0,1] that prioritizes near-
term over short-term performance.

REGRET(K, {W(k)}ke[K]v'Ya Z P! ( n(k))
While this discounted notion of regret has appeared in prior
work (Russo & Van Roy, 2022), the more traditional defini-
tion is obtained when y = 1.

If the underlying transition function 7 and reward function
R were fully known, the agent could simply use a planning
algorithm (Bertsekas, 1995) and there would be no uncer-
tainty in ©*. The agent’s uncertainty in the underlying MDP
model M = (7, R) drives its uncertainty in optimal behav-
ior. The Bayesian RL setting (Bellman & Kalaba, 1959; Duff,
2002; Ghavamzadeh et al., 2015) represents the agent’s ini-
tial uncertainty with a prior distribution P(M € - | H) under
an initial null history H; = 0. In each episode k € [K], all
the learner’s knowledge about the world based on the inter-
actions of the preceding generations is characterized by the

distribution P(M € - | Hy), from which the agent determines
a policy 1) to execute. The resulting experience observed
Ej € E yields an updated history of environment interaction
Hy.1 = Hy U{E;} and revised beliefs about the world are re-
flected by a posterior distribution P(M € - | Hyy1) for the
next episode. Since the agent’s regret is now a random vari-
able due to uncertainty in M, taking an expectation over the
prior yields the y-discounted Bayesian regret

BAYESREGRET(K, {10 }c(4],7) = E [REGRET(K {0} ek Y, M)} .

Members of a culture in one generation could seek to mini-
mize the total Bayesian regret for all future generations. This
leads to both theoretical and practical complications, so we
posit discounted regret as the ideal objective. Indeed, for
practical reasons we restrict to Y = 0 below—agents who con-
sider only the next generation.

Rate-Limited Posterior Passing with Language

While standard Bayesian RL agents aim to accumulate
knowledge and minimize Bayesian regret, CultuRL agents
optimize for the same objective while transmitting knowledge
between generations. Language is an expressive medium for
teaching (Morgan et al., 2015), but it does not enable us to
copy beliefs perfectly. Hence we posit a rate limit R restrict-
ing how much information can be transferred from one agent
to the next. Agents need to decide how to best transmit their
beliefs, which are determined by their own received message
Ly and observed experience Ej, subject to the rate limit.

A CultuRL agent is able to interpret a message in lan-
guage as a belief distribution over MDPs P(M € - | ;) where
Ly denotes the language received at the start of generation
k € [K]. Similarly, the generation k agent has a posterior
P(M € - | Ly, Ey) after observing experience E; and must de-
termine a message Ly that will induce a useful prior over
MDPs P(M € - | L) for the next agent. We can define the
distortion attributed to a candidate next message L' € £, given
an initial message L € L and observed experience E € E as

k1) \LE}) 7
+

where the first expected regret term occurs with respect to the
prior over MDPs defined by the chosen language P(M’ € - |
L') and the second term is taken over the agent’s posterior
P(M € - | L,E). (f(x))4+ represents ReLU(f(x)). The re-
sulting expected distortion encapsulates a notion of cultural
regret, the difference in expected regret between an agent us-
ing the posterior at generation k and the prior defined by the
rate-limited message Ly .

This leads to the distortion-rate function (Shannon, 1959)
that agents must minimize to determine a message for the next
generation:

di(LE,L) = (E[ ey \L’] - [VM

min Eld Lk7Ek,Lk s.t. I Lk7Ek;Lk SR, (1)
P(Lt1|Lx.Er) [ +1)] ( )

which quantifies the fundamental limit of lossy compres-
sion and where I denotes the mutual information (Cover
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Figure 1: Visualization of the crafting task. States consist of inventories of items. Actions are ordered pairs of items to craft
together which produce a new state with the output item. The agent updates its knowledge based on the observed output.

& Thomas, 2012). While the use of lossy compression
in Bayesian RL has appeared in prior work (Arumugam &
Van Roy, 2022), our application to inter-generational com-
munication of beliefs is novel.

The distortion-rate function (Shannon, 1959) can be solved
using the classic Blahut-Arimoto algorithm (Blahut, 1972;
Arimoto, 1972), but this is computationally demanding. In
practice, we posit that agents constrain their messages us-
ing relatively tight upper bounds on the mutual information.
For instance, the entropy of the marginal distribution over
messages and the maximum surprisal of any message both
give bounds: I(Ly,Ep; Lyt1) < H(Lp+1) <max—logp(Lii1).
These bounds are appropriate when the frequency distribution
of messages is clear or fixed.

Cultural Transmission in a Crafting Task

We implement CultuRL in the context of a crafting game
with three properties that make it suitable for cultural learn-
ing: it adheres to the MDP formulation with dynamics that
are initially unknown but learnable, knowledge about the task
can be expressed conveniently in language, and we can mea-
sure an individual’s learning over episodes as well as cultural
learning. A visualization of the task is shown in Figure 1.

At each timestep, the agent’s state in S is characterized by
an inventory of items and a goal, both of which are sampled
at the start of the episode from . All initial states contain six
non-goal items, three of which are unique. The goal is an item
that the agent needs to create to attain a reward. Each action
available to the agent is an ordered pair of input items (ij, i)
selected from the inventory. The action produces one output
item o. The episode ends when the agent either crafts the goal
item (success with a reward of 1) or has only one non-goal
item left in its inventory (failure with reward 0). All other
rewards are zero. The horizon H is guaranteed to be finite as
each action causes the size of the inventory to shrink. While
the MDP transition function 7 defined by the mapping from
input item pairs to output items is deterministic, it is unknown
to the agent whereas the rewards associated with all items are
known. The agent must learn 7" by trying combinations and
observing what they yield, reflecting that knowledge through
its posterior beliefs P(M € - | Ly, Ey).

Knowledge Representation

We represent knowledge about the environment using a sim-
ple domain-specific language (DSL) that connects features of
the inputs to features of the output. Each item has a color
(green, red, blue) and a shape (triangle, square, pentagon).
Statements are of the form “[color] [shape] + [color] [shape]
— [color] [shape]” where [color] and [shape] can be any con-
crete color or shape, or “any” or “anything” respectively.

When an agent takes an action, it learns a concrete state-
ment. For example, if the agent crafts a blue square and a
red triangle together and produces a green pentagon, it learns
the statement “blue square + red triangle — green pentagon”.
Statements can also be abstract, meaning they do not com-
pletely specify all of the features of the input and output
items. For example, the statement “any square + any trian-
gle — green pentagon” is abstract.

An agent transmits knowledge by sending a message con-
sisting of a set of DSL statements. We use these DSL state-
ments to represent knowledge transmitted in language.

Model Specification

To implement CultuRL in the crafting task, we need two
components: the method that a single agent uses to com-
pute a policy and the method to compute a message to
send to the next generation. Code and data are available at
https://github.com/benpry/cultural-rl

Solution Policy

In each generation, our CultuRL agent synthesizes a pol-
icy using a variant of Posterior Sampling for Reinforcement
Learning (PSRL) (Strens, 2000; Osband et al., 2013); not
only is PSRL a classic algorithm for this Bayesian RL set-
ting, but it also admits a competitive Bayesian regret upper
bound (Osband & Van Roy, 2017) that falls within a /H fac-
tor of the best known regret lower bound (Jaksch et al., 2010).
Like standard PSRL, our CultuRL agent performs Thomp-
son sampling (W. R. Thompson, 1933; Russo et al., 2018)
over the underlying MDP model. At the start of generation
k € [K], the cultural agent’s knowledge is defined entirely by
the language L; received, which defines beliefs about the un-
derlying world model P(M € - | Li) (in contrast to a PSRL
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Figure 2: Probability of an agent achieving the goal by gener-
ation, estimated over 100 simulated chains per condition and
game, averaged across episodes within a generation. The un-
limited capacity model never has abstraction.

agent that maintains knowledge based on the full observation
history Hy). The agent samples My ~ P(M € - | L), which
in our case is a deterministic mapping of input pairs, i1,i3,
to ouputs, o, consistent with messages received. The agent
then executes the optimal policy of the sampled MDP for the
episode, k) = Ty,- The problem of synthesizing mj, is a
planning problem (Bertsekas, 1995), which we solve using
breadth-first search until the agent finds a path to the goal
state. If there is no path to the goal in the sampled dynamics,
the agent takes a random action.

We make one change to the standard PSRL setup to make it
compatible with our task. When the agent discovers an iy, iz, 0
triple that is different from what the sample dynamics pre-
dicted, it “patches” its belief, replacing the existing triple with
the observed one. If the new concrete statement contradicts
any statements in the knowledge base (which can happen
when the received message contains an over-generalization),
the agent removes the contradicted statement(s). This pre-
vents the agent from planning action sequences that it knows
to be impossible in the true environment.

Transmission Policy

After executing a policy n®) and observing experience Ej,
the agent computes a message for the next generation Ly
via a distortion-rate optimization (Equation 1). This message
defines the next agent’s prior P(M € - | Ly+1).

As described above, the objective of an agent passing a
message in CultuRL is to minimize regret for the recipient
subject to the rate limit. In practice, computing an optimal
channel that minimizes Equation 1 for our task is not feasi-
ble: even only considering messages with up to 10 statements
gives us over 10% possible messages and the convergence
rate of the Blahut-Arimoto algorithm is linear in the number
of possible messages (see Corollary 1 of Arimoto (1972)).
Instead, we use the maximum surprisal of any message that
might be sent maxy, ,, —log p(Ly ) as an upper bound on the

mutual information /(Lgy1;Lg, Er). Assuming the marginal
distribution on messages, p(L), is fixed and known to the
agent, the rate limit can be satisfied by ensuring that all mes-
sages the agent could transmit have a surprisal less than the
limit. Assuming a uniform prior over statements, the surprisal
of a message depends only on the number of statements it
contains. This fact means that the rate limit becomes a limit
on the number of statements the agent can pass, which we call
the statement capacity.

Since we now have a constraint on individual messages,
we can approximate an optimal channel by computing the
best message given an agent’s posterior as the need arises.
Unfortunately, computing the regret-minimizing message is
still intractable. If we had a statement capacity of 10, we
would need to evaluate about 10%° messages and choose the
best one. Therefore, we use a heuristic compression algo-
rithm to approximate an optimal message.

Our heuristic compression algorithm (losslessly) com-
presses multiple statements into a single statement when it
can and removes the statement that is least likely to be useful
when it must remove something. The algorithm starts with a
list of all statements in the agent’s knowledge base, includ-
ing received statements and discovered concrete statements.
Pseudo-code is shown in Algorithm 1.

Algorithm 1 Message compression algorithm

Input: Set of statements L, statement capacity ¢
while [L| > c do
A < consistent anti-unifications of statement pairs in LL
if [A| > O then
So < least generalizing anti-unification from A
S1,8> < the pair of statements that Sy generalizes
L« (L\{S1,82}) U{So}
else
S < the most redundant, most specific statement in L.
L+ L\ {S}
end if
end while
return L

In each iteration of the main loop, the algorithm tries to
turn two statements into one more general statement. The
agent attempts to perform anti-unification on each pair of
statements in its knowledge base (Plotkin, 1970). Anti-
unification finds the more general statement that entails both
statements and as little else as is possible, i.e. the least gen-
eral generalization of the two statements. If such a statement
exists, the agent checks if it contradicts anything in its knowl-
edge base. If not, it adds the general statement to a list of
candidate generalizations. The agent then chooses the can-
didate that is closest in specificity to the two statements it
generalizes (the least general least general generalization, if
you will), randomizing in the case of ties. This reduces the
total number of statements by one. The agent repeats this pro-
cess until either the list of statements no longer exceeds the
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Figure 3: Model performance over all episodes by statement capacity and abstraction setting. Vertical dotted lines indicate
transitions between generations. With a high statement capacity and abstraction, agents benefit from generalization.

statement capacity or no more anti-unification is possible.

If there are no valid generalizations, the agent resorts to
lossy compression. It removes a statement according to two
criteria. First, it prefers to remove more specific statements.
The more general a statement, the more likely it is to apply
when the next agent is solving the task. If multiple state-
ments are tied for most specific, it removes the most redun-
dant statement, where redundancy is defined as the number of
other statements in the message that specify the same output
item. The agent continues generalizing and removing state-
ments until its message size meets the statement capacity.

This heuristic algorithm is not guaranteed to minimize re-
gret, but we believe it to be a reasonable approximation for
this particular game. Future work is needed to establish re-
gret bounds for this approach or to find better and more gen-
eral approximations.

Analysis of Model Behavior

In this section, we demonstrate that our model exhibits estab-
lished properties of cultural transmission. We run our model
for 5 episodes per generation for 10 generations. We simulate
100 chains per game on 100 randomly generated games, for a
total of 10,000 simulated chains. The games are generated to
have abstract structure where only one input feature matters
in determining the output. In half of the games, only the col-
ors of the input items matter in determining the output; in the
other half, only the shapes matter. This ensures that general-
ization is possible. We also ensure the games are achievable
by simulating agents with perfect knowledge starting from 50
random start states. We only keep games where the simulated
omniscient agents could reach the goal all 50 times.

Our first clear finding is that higher statement capacities
lead to better scores. Figure 2 shows score by generation for
different statement capacities and abstraction settings. When
the channel is unlimited, chains eventually reach optimal per-
formance, but it takes longer than 10 generations.

The Benefit of Abstraction

We compare the behavior of CultuRL agents both with and
without abstraction. Agents with abstraction follow the trans-
mission policy above.

Without abstraction, agents can only remove statements
until their message fits in the channel. These agents only relay
direct experience with the environment. If we view the envi-
ronment’s dynamics as a crafting function f(i,i2) = o map-
ping from inputs to outputs, then passing concrete statements
is akin to passing example points from a function in Beppu
& Griffiths (2009)’s framing. In contrast, abstract messages
have the language-like property of conveying general knowl-
edge about the world—approximate posteriors.

As Figure 2 shows, chains of agents perform substantially
better when they can communicate abstract knowledge than
when they can only pass concrete statements. There is an in-
teraction with statement capacity, with low-capacity chains
plateauing at a low level. Remarkably, chains which can ab-
stract and have a statement capacity of 10 reach optimal per-
formance faster than chains with an unlimited channel. The
limited channel creates a pressure to compress knowledge
that leads to agents discovering true generalizations.

We can get a better sense of how abstraction affects chains
by looking at each episode of the first five agents, as is shown
in Figure 3. This plot reveals a sawtooth shape for low chan-
nel capacities or no abstraction: there is an increase in the
probability of achieving the goal over the course of individ-
ual learning, followed by a drop when transmission between
generations occurs. We see that the “cultural ratchet” (Tennie
et al., 2009) is a graded effect: the final accuracy asymptote
depends on how much knowledge is lost between generations
in comparison to the extent of individual learning.

What Makes for a Useful Message?

Messages with more abstract statements led their recipients to
perform better. Logistic regressions predicting goal achieve-
ment using the proportion of abstract items in the received
message for channel capacities 5 and 10 both found a signif-
icant effect (5: p=0.71,p < .001, 10: B =2.29,p < .001).
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members’ scores. Error bars show 95% confidence intervals.

This is intuitive: abstract statements represent multiple con-
crete statements’ worth of knowledge. The benefit is en-
hanced by the fact that generalizations tend to be true in our
games, which were designed to have abstract structure.

The correlations between scores of adjacent chain mem-
bers are shown in Figure 4. There is an interesting pattern
in the correlations: scores are negatively correlated for the
first two generations, but positively correlated after genera-
tion 3 for chains with high statement capacity and abstract
language. This reflects the explore-exploit trade-off in the
task: If an agent gets lucky and crafts all of its goals early, it
learns less than if it tries more actions. Therefore, agents that
succeed early in the first generation have less knowledge to
pass on than agents that fail. In later generations, an agent’s
success is more a function of the message it received, hence
success indicates that it can pass on a useful message.

Selective Social Learning

Selective social learning (SSL)—that is, learning prefer-
entially from more successful members of the preceding
generation—can be a catalyst for human culture (Henrich &
Gil-White, 2001; B. Thompson et al., 2022). We explored
SSL by moving messages between chains: an agent in gen-
eration i’s probability of choosing the message from agent a
in generation i — 1 follows a softmax distribution on agent a’s
average score: p(a) o< 7@ where s(a) is the proportion of
goals achieved. We choose a temperature of T = 0.01 to create
a strong effect, and compared to random choice of message.

Figure 5 shows the mean score by chain position in pop-
ulations doing selective social learning (red) or the random
learning baseline (green). We find that SSL leads to slower
learning, with a slightly stronger effect for the larger pop-
ulation. Recall the previous finding that success early in the
game can reflect a few lucky actions instead of greater knowl-
edge, this apparently leads to worse performance when learn-
ing from these high performers.

To test this hypothesis, we introduce a demonstration
phase after five episodes of learning. In the demonstration
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Figure 5: Mean agent scores during the learning phase by
population size and selective social learning condition.

phase, an agent completes 50 episodes in which it does not
update its knowledge. We call the original five episodes
where the agent can learn the learning phase. Unlike in the
learning phase, performance in the demonstration phase is not
confounded with the amount the agent learns. SSL based on
demonstration phase scores leads the chains to learn faster
than random social learning (Figure 5 blue curve), while SSL
based on learning phase scores leads to slower learning.

Discussion

In this paper, we introduced the cultural reinforcement learn-
ing (CultuRL) framework, which describes cultural learning
as regret minimization subject to an information rate limit be-
tween generations. We realized this model in the setting of a
crafting game, using Posterior Sampling for Reinforcement
Learning (PSRL) to model learning and heuristic compres-
sion for communication. Our framework is applicable more
broadly, including to stochastic and continuous settings.

CultuRL produces established effects in the literature on
cultural transmission. CultuRL also makes a new prediction
about selective social learning—in tasks with explore-exploit
trade-offs, SSL can slow cultural learning because higher
scores can reflect less exploration.

The finding that learning can occur faster with a limited
channel than an unlimited one provides an interesting answer
to the problem of why people generalize. Models of concept
learning (e.g. Goodman et al., 2008) often induce general-
ization via simplicity priors: they assume that people assign
lower prior probability to longer rules. In CultuRL, agents’
preference for simplicity is grounded in communicative cost.

A major limitation of this work is the need for a hand-
designed DSL. As an alternative we hypothesize that natural
language, and particularly the generic construction, is a flexi-
ble means to convey abstract knowledge (Chopraet al., 2019).
Future work could therefore apply language models to sum-
marize accumulated knowledge in natural language and map
between beliefs and language pragmatically, such as in the
Rational Speech Acts framework (Frank & Goodman, 2012).
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